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Abstract. Automatically recognizing in large electronic texts short selfcon-
tained passages relevant for a user query is necessary for fast and accurate in-
formation access to large text archives. Surprisingly, most search engines prac-
tically do not provide any help to the user in this tedious task, just presenting a 
list of whole documents supposedly containing the requested information. We 
show how different sources of evidence can be combined in order to assess the 
quality of different passages in a document and present the highest ranked ones 
to the user. Specifically, we take into account the relevance of a passage to the 
user query, structural integrity of the passage with respect to paragraphs and 
sections of the document, and topic integrity with respect to topic changes and 
topic threads in the text. Our experiments show that the results are promising.  

1   Introduction  

The huge amount of textual information available nowadays makes it impossible for a 
person to read all documents in order to find the information of intrest. Hence the 
necessity of development of automatic means for recognition of spots in the text car-
rying information corresponding to a given criterion.  

Currently the most frequent approach to finding relevant information in large text 
collections is document retrieval [1, 17]. In response to a user query, a document 
retrieval system returns a list of documents (ranked by relevance) supposedly contain-
ing relevant information – somewhere in the text. This approach works perfectly 
when the documents are relatively small. However, when the documents contain more 
than several paragraphs, the user usually has to perform a second task: to search for 
the relevant information inside the text of the document. Surprisingly, current systems 
offer very little help in this task, which is in fact the bottleneck of the whole process.  

Alternatives to document retrieval have been suggested for certain types of queries. 
One of such approaches is question answering [4, 6]. When the user is interested in a 
simple factoid question, e.g., Who won the Nobel Peace Prize in 1992?, returning a 
bunch of long documents is particularly inappropriate, being a much more meaningful 
reaction of the system just one phrase: Rigoberta Menchú Tum [6].  
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However, for more complicated types of queries such an approach is not possible. 
For example, when the user needs to know the development of some sequence of 
events, e.g., What was the history of the wars between England and France?, or a 
detailed explanation on some topic, e.g., What is the structure of an information re-
trieval system?. Such information is often contained in very long documents: one can 
imagine, for example, a tractate on British history or a textbook on natural language 
processing. In this case the user would expect some help from the system to find the 
relevant piece of information in the long text.  

An intermediate approach between full document retrieval and question answering 
is passage retrieval known also as passage extraction. Given a user query, a passage 
retrieval system returns a (ranked) list of text segments extracted from a long docu-
ment (or a document collection) that contain the requested information.  

In this paper we present a general architecture of a passage retrieval system and 
discuss the factors that contribute to assessment of passage quality and thus the rank-
ing of retrieved passages.  

The paper is organized as follows. In Section 2 we discuss our motivation and re-
lated work. In Section 3 we outline our approach and present the details on each of the 
sources of evidence for ranking the retrieved passages: scoring by relevance to the 
user query (Section 3.1) and by alignment of their boundaries to structural units of the 
text and to topic change points (Section 3.2). In Section 4 we present our experimen-
tal results, and in Section 5 draw conclusions and discuss possible future work.  

2   Motivation and Related Work  

Applications of Passage Retrieval 
Most literature on passage extraction is devoted to three main applications: text com-
parison, summarization, and question answering.  

A number of authors have noted that similarity in passages better reflects document 
similarity than traditional bag-of-word comparison methods. Indeed, if the same 
number of the same keywords is scattered across the whole text of one of the docu-
ments (and thus these keywords are unrelated to each other) but concentrated in spe-
cific places of the second one (and thus these words describe a common idea), the two 
documents are scarcely similar. Passage-level comparison has been suggested to solve 
this problem [5, 9]. The key idea is that short passages are extracted from each of the 
two documents, and the sets of these excerpts are compared. With this, only similar 
groupings of the words lead to high document similarity. Document similarity meas-
ure improved with passage extraction has been applied to document retrieval [5, 11], 
as well as to document clustering and classification tasks [10].  

Other applications of passage extraction are related to spotting specific, or remov-
ing irrelevant, information in long texts. In text summarization, the passages extracted 
from the document can be combined in a kind of summary [13]. A problem in such 
task is that the passages must not overlap and in particular a passage cannot be a part 
of a longer passage. Other applications do not impose such constraints [6].  

A task similar to passage extraction but with smaller pieces of text to be found is 
information extraction. In this task, simple patterns carrying specific information are 
to be detected in a large document collection or flow, usually to fill in a relational 
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database. Full passage extraction techniques have been applied to detect the passages 
likely to contain the desired information, for their further processing [3].  

A task where even smaller piece of information is to be found for a specific request 
is question answering, as discussed in Section 1. Similarly to information extraction, 
full passage extraction was applied to spot the relevant information in large texts [4, 
6, 8].  

However, as discussed in Section 1, our motivation is a direct application of pas-
sage extraction to the interactive information retrieval – a kind of question answering 
with questions implying some narrative (and not just a name or a number) as answer. 
Thus the extracted passages are to be directly presented to the user. This requires 
special attention to the quality of the passages, leading to the desiderata from Sec-
tion 3.  

Previous Work 
Early passage extraction techniques concentrated on finding whole paragraphs or 
sections of a document most relevant to the user query [11]. They do not adapt them-
selves to the situation when the section or paragraph is too short or too long for a 
good passage.  

Later, sliding windows of fixed length were used as candidates for passages [3, 8]. 
The research was concentrated on the selection of an optimal window size. Variable-
size windows have been applied, too. However, no specific attention has been paid to 
check self-containedness of the passages, as described in Section 3.  

The main issue in selecting the candidate windows is assessment of their quality 
(weighting). Traditionally, vector space model [1] is used to detect the passages rele-
vant to a given query. Salton et al. [12] introduced the balance between global and 
local term weighting: the terms of the query that are used in many other documents 
(or passages) are less important, while the terms used many times in the current 
document (passage) are more important. We develop on this idea in Section 3.1.  

Other cues on the importance of a text unit have been exploited. For example, a 
passage that is similar (in some measure of similarity, such as cosine measure of the 
vector space model) to many other paragraphs in the document, is more important 
[13]. This idea is quite similar to Google’s PageRank algorithm [14]. Comparison 
using semantic units has been employed to improve the selection of important pas-
sages [9, 10]. While determining important paragraphs in a text is necessary for text 
summarization without customizing the summary for the given user query, it does not 
help much in finding passages relevant to the specific query, which might not coin-
cide with the main topic of the document intended by its author – which is our goal in 
this paper.  

3   The Algorithm  

We consider the task of selecting passages that are likely answers to a user query, for 
subsequent presenting them to the user. For a piece of text to be a passage answering 
the question, it should:  
– be relevant: contains relevant information, and  
– be “a good passage” rather than a detached extract out of context.  
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To be as self-contained as possible, the passage should not imply information com-
municated in the previous part of the document; in particular, it should not refer to 
entities or develop on the ideas just introduces. We suggest that the passages more 
likely to be self-contained are those that correspond to  

– structural units of the text, especially the beginning of structural units, and/or  
– thematic threads in the text.  

The general architecture of our approach is presented in Fig. 1. After some pre-
processing of the text of the document, currently consisting mainly of stemming [16], 
candidate windows are generated. For our experiments we used all possible windows 
in a range of sizes (from 5 to 1000 words) as candidates; stricter criteria for candidate 
generation can be applied for sake of performance.  

 

Fig. 1. The general architecture of the system. 

Then each candidate window is assessed independently by its relevance to the 
query as well as by the criteria of self-contaidness: structural and topic integrity; more 
assessment criteria might be added in the future. The scores assigned to a candidate 
window by each module are combined, and the highest scored passages are presented 
to the user, with the proper ranking. To combine the rankings we use multiplication; 
with this, the passages scored as irrelevant receive zero total score even if they are 
otherwise good (self-contained) passages.  

Thus, we can prefer a good self-contained passage even over a more relevant but 
less understandable one. This does not mean that we hide relevant information from 
the user. Since our variable-size windows are overlapping, for a relevant but too short 
to be self-contained passage there usually exists a longer one containing it but prop-
erly aligned to the formal and thematic structure of the document. Its relevance score 
will be lower since the share of the relevant keywords in it is lower (among a greater 
amount of other words). However, it still presents to the user the same information, 
but with the necessary context added. Thus the main goal of our combined scoring is 
not to reject relevant passages but to extend them to be self-contained, i.e., to prefer 
whenever possible a slightly larger but self-contained passage.  

In the following subsections we discuss each of the scoring blocks individually. 
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3.1   Assessing Relevance  

To assess relevance, we use the classical techniques known in information retrieval. 
However, we take advantage of the general context of the document to performs cer-
tain disambiguation that helps matching the passage with the query.  

Boolean and Vector Space Estimation  
For the passages to more likely contain the full requested information, and also for 
sake of efficiency, we first apply Boolean selection of candidates: we only consider 
the windows that contain all the query terms except stopwords. This can be turned off 
if the returned set is too small. Then we order the retrieved set by the similarity with 
the query.  

To compare a candidate window with a query, we use the traditional vector space 
similarity measure [1]. We represent both the passage and the query as vectors, being 
coordinates the frequencies of individual words. Then the similarity between the 
query q and a passage p is expressed as an angle between the two vectors in the 
Euclidean affine space:  

 
where Fp,i and Fq,i are the weighted frequencies of the term i in the passage and query, 
respectively: F·,i = wi f·,i; the summation is by all terms occurring in the document. 
Here f·,i is the frequency of the term in the passage or query, and the meaning of the 
coefficients wi is described in the following subsection.  

Term Weighting in Context  
We determine the importance weights wi of individual terms combining the global 
context of the document collection (or language in general) with the local context of 
the given document. In document retrieval, the wellknown IDF weighting is used [1]: 
wi = log (N/ni), where N is the total number of documents in the collection and ni is the 
number of documents containing the term i; when the large document is not a part of 
a collection, the figures from a general language corpus are used.  

However, unlike in full document retrieval, a passage is in the linearly ordered 
immediate context of surrounding paragraphs. Firstly, they provide additional infor-
mation on the passage that is not contained in it directly. This information is useful, 
for example, for word sense disambiguation and anaphora resolution. Secondly, some 
of the surrounding paragraphs are more closely related with the passage in question 
(being located nearer in the text) than others. Thus, we construct an IDF-like expres-
sion using the surrounding paragraphs. What is more, to reflect the closeness of the 
paragraph to the given passage, we scale the expression by a smooth function decreas-
ing with the linear distance. Thus, we use the following expression: 
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where dk is the distance in paragraphs from the given paragraph k to the passage in 
question, D is the maximal such distance in the document, nk,i is the number of occur-
rences of the term i in the paragraph k, and a is a coefficient which we determine 
empirically; we experimented with a = 1. The idea underlining decreasing of the 
weight of the words frequent in the document is that they are likely to express the 
general topic of the document already known to the user.  

Additionally, we can modulate the weight of the query terms, thus controlling the 
desired size of the passages: the higher the weight of the query terms the longer the 
passages retrieved, since the noise words contribute less in the length of the vectors.  

3.2   Assessing Structural and Topic Integrity  

Structural Integrity  
As we have discussed, “good” passages selected for presentation to the user, to be 
understandable should be, desirably, self-contained. We suggest that at the boundaries 
of the structural units of the document, such as paragraphs, sections, and chapters, the 
passages are less likely to develop on the ideas introduced previously or to require 
further explanations in the following text. Thus, we boost (score higher) those pas-
sages that begin at the structural boundaries of the document, and (in a smaller de-
gree) those that end at such boundaries. In our experiments, the structural integrity 
module in Fig. 1 assigns the score 1.0 to every candidate window, and then incre-
ments it by the following values found empirically (further research is necessary to 
tune these values):  

Boundary Beginning of passage End of passage 
Paragraph 0.2 0.1 
Section 1.0 0.3 
Chapter 2.0 0.5 

Topic Integrity 
Structural boundaries do not always correspond to the topic changes in the text: for 
example, a group of paragraphs can comprise a topic thread, while some long para-
graphs contain more than one topic thread [2]. For each candidate window, we esti-
mate the strength of the topic change at its boundaries in the way much like area 
boundaries are detected in images: by the degree of difference between the points (in 
our case, words) to the left and to the right of the boundary and the degree of similar-
ity of the points at the same side of the suspected boundary. We rely on the notion of 
word relatedness (similar to color similarity in image processing): some words are 
known to be related more than others, e.g., galaxy and astronomer are more related 
than galaxy and baker. Several word relatedness measures have been suggested [7, 
15]. We use the following formula: 
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where S is the topical integrity score of the window, b is the position of the beginning 
of the window, e of the end, R(i,j) is the relatedness of the words i and j, and a is a 
coefficient; we experimented with a = 0.05. Note that proper alignment of the begin-
ning of the passage is more important than that of the end.  

4   Experimental Results 

We have implemented our method in a system that given a long text and a user query, 
presents a list of passages that are likely to contain the requested information. For 
preprocessing, we only applied Porter stemmer [16]. We used low weight for the 
query terms to get short passages, to be able to present them in the paper. Only pas-
sages consisting of complete sentences were considered. The top three passages re-
turned by the system for the query “wars between England and France” on the text of 
A Child's History of England by Charles Dickens, 164,772 words, are as follows: 

 

As one can see, the lack of semantic processing (ignoring the word between in the 
query) results in some passages in fact unrelated to the query, like the second passage 
in the table. Elements of meaning understanding can be a topic of future work.  

5   Conclusions and Future Work  

We have presented a method of retrieving passages suitable for presenting them to a 
human user. We were mostly interested in self-contaidness of the extracted passages, 
which should improve their understandability. This aspect is specific for passage 
retrieval intended for human users, as compared with full document retrieval or pas-
sage extraction for automatic use, as described in Section 2. Our first results are 
promising.  

In the future we plan to investigate the possibility of combining the retrieved pas-
sages in a summary of the document customized for the given query. One of the addi-
tional scoring sources in Fig. 1 will penalize the candidates with pronouns in the ini-
tial part of the window, since such windows are likely not self-contained. We also 
plan to further exploit the context of the passage within the document for word sense 
disambiguation and anaphora resolution, which is not very important – and not easy – 
in full document retrieval but is necessary in passage retrieval. Finally, we will con-
sider merging the passages extracted from different documents; here the term weights 
(1) should be adjusted to be comparable between documents.  
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